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ABSTRACT 

COVID-19 was initially detected in Wuhan, China. The virus spread all over the world at a rapid speed. COVID-

19 is an infection that may cause infections in the respiratory system and the lungs. In order to diagnose COVID-

19, chest X-rays have been utilized extensively. The purpose of this research is to create a computer-vision-based 

method for identifying COVID in chest X-rays. In the proposed model handcrafted features known as HOG and 

PHOG are derived and fused. After features have been fused, the Binary Grey Wolf Optimization technique is 

used with an Entropy-Based Optimization Algorithm to select the most significant features possible. The proposed 

model results are evaluated on a benchmark X-ray dataset that gives greater than 99% accuracy. The proposed 

model performed better compared to existing published works in this domain. 
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1. INTRODUCTION 

In the present era, the outbreak of a unique newly born coronavirus disease (COVID-19) was introduced which 

affected many countries worldwide. It is a deadly virus that extends predominantly through droplets generated 

when a sick person coughs or sneezes or fluid that is released from the nose. The peak indications of COVID-

19 are the hawk, weariness, breakdown of breathing, and high temperature. Particular societies may cultivate 

more unadorned forms of the syndrome, known as pneumonia. Currently, "COVID-19" is also known as 

"innovative," as it is a new draining in the household of viruses. The proportion of infected patients is 

increasingly high. The growing number of COVID-19 cases is the major reason behind increasing the anxiety 

ratio. Furthermore, the observation and investigations of COVID-19 play a vital part to prevent this disease. 

This disease habitually attacks the mature (people above 50 age) and those infected by the dangerous disease. 

The overall spread of infectious cases is unsafe for elder people and also those already suffering from some 

critical disease[1]. 

Currently, the authors analysed the chest X-ray dataset containing both the positive and negative images of 

COVID-19. They extract their deep features using different deep neural networks and then classify them using 

an SVM classifier. Besides the comparison of different statistical values of different neural networks, they 

showed that RESNET50 showed better results from the perspective of accuracy and provides an accuracy of 

about 95.38%. The authors discussed the clinical findings of pathological images regarding COVID-19 which 

can help in scientific research [2]. The authors analysed clinical findings in asymptotic patients of COVID-19 

in Italy and suggested that the major transmission of Covid-19 is through asymptotic carriers which transmit 

the disease to other persons without even showing proper symptoms of the disease. A new neural network 

architecture, COVIDX-Net, is proposed to detect COVID-19-positive images from a dataset of chest X-ray 

images. COVIDX-Net is based on seven already existing CNNs. They showed that the best performance in 
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the detection of COVID-19 is obtained by using VGG19 and DenseNet-201. Machine learning [3] methods 

were used to differentiate between infected/healthy person’s lung X-rays with high accuracy. In the literature, 

several methods have been presented for COVID-19 detection using X-rays [4]. However, these still, 

limitations exist in this domain due to several factors irregular shape, size of the lesions, and prominent features 

extraction for accurate classification [5]. The core contributions steps are manifested as: 

 Shape based features such as HOG and PHOG are extracted from the input images then these features 

are serially fused. 

 The optimal features are selected out of fused features vector using Binary Grey Wolf with iEntropy 

Based Optimization approach. 

The article organization is as: Section II discusses the related work, proposed method steps are elaborated in 

Section III, results and discussion are describe in Section IV and conclusion of the article is written in Section 

V.  

2. RELATED WORK 

COVID-19 [6] is an alarmingly fast-spreading worldwide epidemic [7, 8]. Feature extraction is a crucial step 

in image processing for identification and classification [9, 10].  Multiple multi-resolution characteristics for 

COVID-19 were analysed by Ismael et al. [5] using data from chest x-rays and CT scans. They used entropy 

for function extraction and achieved a 99.92% precision. FUSI-CAD model [11], is the convergence between 

hand-crafted and deep elements. In which textual handcrafted feature called the discrete wavelet transform 

(DGT) and then DGT and GLCM features are fused to create a single vector that provides 99.0% accuracy 

[12]. The texture features are derived from chest x-ray images, that provides 79.52% accuracy [13]. Ozturk et 

al. [14] demonstrated that the amount of data available for COVID-19 is insufficient to train CNN models 

effectively, prompting them to use handcrafted features for detection. The GLCM, GLRLM, and DFTA 

features are extracted and fused into single vector then applied PCA for the selection of optimum features. 

This method is tested on local dataset that provides 86.54 % accuracy [6]. Kang et al. [15] extracted various 

handcrafted features from CT images and assign labels. Elazir et al. [16] used orthogonal momentum features 

derived from chest x-ray images to detect COVID-19 that provides accuracy of 98.9%. Ankita et al. [17], can 

distinguish between stable, tuberculosis, and pneumonia with 95.9% accuracy. Furthermore, denseNet-161 

[18] is used to classify the COVID-19/pneumonia with a 98.9% accuracy. The ResNet-18 [19], is used for the 

detection of COVID19 severity rate with 76 % accuracy. The long-term short memory (LTSM) model is 

designed for COVID-19 classification with 99.4% accuracy [20].  

3. METHODOLOGY 

In proposed methodology HOG (Histogram of Oriented Gradients) [40] and PHOG (Pyramid of Histogram of 

Oriented Gradients) [41, 42] features are extracted. After that extracted features of HOG and PHOG are fused 

to create strong vector that fed to Binary Grey Wolf Optimization algorithm [43, 44] with Entropy-Based 

Optimization Algorithms [45] for selecting the core features. Fig. 2 represents the architecture of the proposed 

model. 
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Fig. 1. Flowchart of the Proposed Methodology 

The input images are resized with the dimension of 64 x 64 as shown in Fig. 2. Resize function mathematically 

express as in Eq. (1): 

 

R=∑ (𝐼𝑖 , Scale)𝑛
𝑖=1           (1) 

 

 
Fig. 2. (a) Original Chest X-ray Image (b) Resize Chest X-ray Image 

HOG and PHOG are well-known shape features are used for feature extraction. In HOG feature extraction, 

gash areas are labeled through the circulation of gradients.  Two-D gradients “da” and “DB” are planned by 

purifying the gashed area. The HOG is a well-organized mode to mine features by way of the pixel colors for 

constructing an object. With the responsiveness of image gradient vectors, resizing, and color stabilization. 

Division of the image into numerous 8x8 pixel cells. In all cells, the measure of these 64 cells is binned and 

added into buckets of unsigned direction [48]. While PHOG features remained multiplied as they involve local 

as global latitudinal material. The benefit includes integration with machines of X-ray for motorized 

recognition [49]. Histogram visualizations of HOG and PHOG is shown in Fig. 3. In mathematical terms, Hog 

features express as Eq. (2):  

da = ∂ fun (a, b) ÷ ∂a                                                                                                     (2) 

Similarly, we have Eq. (3):              

 db = ∂ fun (a,b) ÷ ∂b                                                                                     (3) 

The weighting parameter and orientation of the image is “𝑤𝑓𝑢𝑛(𝑎, 𝑏)”, so in Eq. (4): 

𝑤𝑓𝑢𝑛(𝑎, 𝑏)= √𝑑𝑎2 + 𝑑𝑏2                                                                                        (4) 

Now in term of the angle, we express in Eq. (5):     

 𝜗(𝑎, 𝑏) = 𝑡𝑎𝑛ℎ−1(𝑑𝑎2 ÷ 𝑑𝑏2)                                                                                  (5) 
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Fig. 3. Histogram visualization. 

Binary Grey Wolf Optimization algorithm is performed with Entropy-Based Optimization. The Binary Grey 

Wolf Optimization updates the wolf's position by turning a binary vector into a position, as shown in Eq. (6): 

𝑍𝑞(𝑥 + 1) = { 
1, 𝑖𝑓 𝐷 (

𝑍
𝑞
1𝑍

𝑞
2𝑍

𝑞
3

3
)  ≥  𝑅𝐷

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                                                           (6) 

Where, 𝑅𝐷 is a random vector, q is the dimension and D is the sigmoid function is shown in Eq. (7), 

D(t)=
1

1+exp (−10(𝑡−0.5)
                     (7) 

Secondly, grey wolves are assessed for fitness. The fitness-based option of three leaders, alpha, beta, and 

detail. Now one by one wolf, the Z1, Z2, and Z3 are computed. Besides, wolf fitness is assessed and the alpha, 

beta, and delta positions are modified. In the end, the alpha solution is selected for optimal results. In general, 

in comparison to other metaheuristic optimizations, BGWO is better, modular, and flexible. However, BGWO 

is also restricted to optimal local restrictions. BGWO uses the 3 best solutions (leaders) to update the position, 

which ensures that any wolf attempts to switch to leadership positions. The entropy [21] is calculated in each 

discretization bin over the scattering of feature values as shown in Fig 4. The values are ignored by entropy 

based on similar features.  

 

  Entropy =  − ∑ 𝑖 ∑ 𝑗[𝑒(𝑖, 𝑗) log(𝑒(𝑖, 𝑗))                    (8) 

 
Fig. 4. Features Visualization using Mesh Plot 

In the proposed model HOG features are extracted from x-rays images with 1*2000 dimension while PHOG 

features are extracted with 1*500 dimension. The extracted features are fused together with 1*2500 dimension 

and fed to binary grey wolf optimization for core features selection. After that selected 1*1133 core features 
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are further passed to the entropy optimization method in which 800*840 best features are selected out of 1133 

features and passed to the classifiers for COVID-19 classification. 

4. RESULTS AND DISCUSSION 

The proposed method performance is evaluated on publicly benchmark x-rays COVID-19 imaging dataset. 

This dataset is publicly available on the Kaggle website [22] [26] [23]  and description about the dataset is 

mentioned in Table1. 

Table 1. Description about dataset 

Classes CPLXI CDXD CCXSD Total Images Flip Horizontal 

COVID-19 Images 70-Images 70-Images 60-Images 200-images 400-images 

Normal Images 28-Images 25-Images 147-Images 200-images 400-images 

 

The feature vector length of 1*1133 is obtained from binary Gray wolf optimization model that is further 

passed to entropy method for best features selection in three times. In each time we obtained different length 

of features vector such as 1*840, 1* 550 and 1*250 that are shown in Table 2.  

 

Table 2. Information about the best of three experiment 

Experiments Total Number of Features 

PHOG + HOG 

1 840 

2 550 

3 250 

Table 2 depict the selection of optimum features obtained after employing entropy that are further passed to 

the classifiers for the analysis of prediction results.  

 

4.1 EXPERIMENT# 1:  COVID-19 Classification based on Core Features with the Length of 1*840 

In this experiment, data is divided into training and testing using 10-fold and supplied to the different kernels 

of the SVM for COVID-19 classification based on 1*840 optimal features vector as mentioned in Table 3.  

Table 3. Classification Results based on 1*840 Core Selected Features Length 

Classifier Accuracy Sensitivity Specificity 

L-SVM 99.6% 99.26% 99.89% 

Q-SVM 99.9% 99.75% 99.91% 

FG-SVM 97.3% 99.95% 94.79% 

MG-SVM 99.5% 99.01% 99.89% 

CG-SVM 99.0% 98.04% 99.96% 

Table 3 presents the classification outcomes, in which we achieved accuracy of 99.9% on Q-SVM, 99.6% on 

L-SVM, 97.3% on FG-SVM, 99.5% on MG-SVM and 99.0% on CG-SVM. Out of different kernels of SVM 

Q-SVM performed better compared to others.  

 

4.2 EXPERIMENT#2:  COVID-19 Classification based on Core Features with the Length of 1*550 

Similarly in this experiment, classification results are also computed on 1*550 selected features vector as 

mentioned in Table 4.  

 Table 4. Classification Results based on 1*550 Core Selected Features Length 

Classifier Accuracy Sensitivity Specificity 

L-SVM 98.8% 97.56% 99.89% 

Q-SVM 99.6% 99.91% 99.26% 

FG-SVM 89.0% 99.88% 81.97% 
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MG-SVM 99.3% 98.52% 99.82% 

CG-SVM 98.5% 97.09% 99.89% 

Table 4 depict the classification outcomes, in which achieved accuracy is 98.8% on L-SVM, 99.6% on Q-

SVM, 89.0% on FG-SVM, 99.3% on MG-SVM and 98.5% on CG-SVM. In this experiment Q-SVM gives 

better results compared to others.  

  

4.3 EXPERIMENT 3: COVID-19 Classification based on Core Features with the Length of 1*250 

 

In this experiment, Core Selected Features length of 1*250 are passed to the different SVM kernels. The 

achieved outcomes are also presented in confusion matrix in Table 5. 

Table 5. Confusion Matrix 

Class COVID NORMAL 

COVID 400  

NORMAL  394 

 

 

Table 5 shows the binary classification results such as COVID-19/normal classes. The proposed model 

classification outcomes are mentioned in Table 6. 

Table 6. Classification results based on 1*250 core selected features length 

Classifier Accuracy Sensitivity Specificity 

L-SVM 98.9% 97.80% 99.90% 

Q-SVM 99.9% 99.75% 99.91% 

FG-SVM 87.6% 99.83% 80.55% 

MG-SVM 99.1% 98.28% 99.33% 

CG-SVM 98.1% 97.00% 99.23% 

 

In Table 5, we achieved accuracy of 98.9% on L-SVM, 99.9% on Q-SVM, 87.6% on FG-SVM, 99.1% on 

MG-SVM and 98.1% on CG-SVM. In this experiment, Q-SVM also gives highest accuracy compared to 

others.  

 

4.4 Comparison of the proposed classification results with existing methods 

 

The proposed method results are compared to the existing methods as mentioned in Table 7. 

Table 7. Proposed Method Results Comparison 

Ref# Year Results 

[24] 2022 98.31% Sensitivity 

[25] 2021 96.73% Accuracy 

Proposed Model 99.9% Accuracy, 99.75% Sensitivity 

The comparison results are presented in Tab.6 in which the ensemble stacked CNN model is employed for 

COVID19 classification. This model is evaluated on X-rays images that provide 98.31% sensitivity [24]. The 

modified version of the ResNet-18 model is utilized for classification that gives 96.73% accuracy [25]. As 

compared to existing works in this research features fusion model is proposed with an optimized features 

extraction strategy that provides better classification outcomes compared to existing research.  
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5. CONCLUSION 

Classification of COVID-19 is a challenging task, due to the complex patterns of lesions. In this research hand-

crafted HOG and PHOG features are extracted and fused. After features fusion, the Binary Grey Wolf 

Optimization algorithm is used with Entropy-Based Optimization Algorithms for the selection of core features. 

The selected core features are passed to the SVM for COVID-19 classification. The proposed classification 

model provides 99.90% Accuracy, 99.75% Sensitivity, 99.9% Specificity, and 1.00 AUC. 
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